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Magnetic Exchange Interactions

Coupled High Spin CoII Ions Linked by Symmetrical Double
Hydrogen Bonds: Role of a Slowly Relaxing CuII Impurity in
Interrupting the CoII–CoII Exchange Interaction
Ana L. Pérez,[a] Axel Kemmerer,[a] Marilin A. Rey,[a] Sergio D. Dalosto,[b] Carlos A. Ramos,[c]
Mario C. G. Passeggi,[a,b] Alberto C. Rizzi,[a] and Carlos D. Brondino *[a]

Abstract: CoII and CuII ions are two paramagnetic transi-
tion metal ions showing different relaxation rates (ν), with
νCoII >> νCuII. To measure the isotropic exchange constant (J)
between high spin CoII ions and between CuII ions and high
spin CoII ions, we performed magnetic and EPR measurements
complemented with computational calculations on pure trans-
diaqua-bis(picolinato-N,O)-cobalt(II) dihydrate (1), on the CuII

ion doped compound of 1 (2), and on the CuII ion doped com-
pound in a ZnII matrix isomorphous to 1. The temperature de-
pendence of the CuII EPR resonance lines of 2 induced by the
fast relaxing CoII ion host as well as the evaluation of the tem-
perature-independent CoII–CoII and CuII–CoII isotropic exchange

Introduction

Understanding of magnetic properties of paramagnetic solid
state transition ion coordination compounds is mandatory to
gain insight on the metal–metal interactions and how the sin-
gle ion magnetic properties contribute to the overall magnetic
behavior of the system.[1] The crystal lattices of these com-
pounds present mononuclear or oligonuclear metal centers,
that usually present inter-center through-distance and through-
bond interactions which give rise to extended interactions. The
magnetic properties of these systems are governed by those
extended interactions, but in some cases the molecules that
connect the metal ions shield the magnetic centers, in such a
way that make inter-center interactions almost negligible. Mag-
netic measurements and electron paramagnetic resonance
(EPR) are two techniques that have widely been used to charac-
terize paramagnetic solid state compounds with magnetic
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interaction are analyzed. We determined an antiferromagnetic
interaction [JCo–Co = –1.07(1) cm–1] associated with a double
symmetrical hydrogen bond bridge and another one [|J|Co–Cu =
0.0015(2) cm–1] associated with a double but asymmetrical
hydrogen bond bridge, which are in line with the values ob-
tained from computational calculations. This work shows that
EPR spectroscopy can advantageously be used to evaluate
weak exchange interactions between distinct metal ions with
different relaxation rates by using the fact that those metal–
metal interactions that broaden the EPR resonance line, which
are described by matrices with a trace of zero, are averaged out
at high temperatures.

properties determined by extended interactions;[2] the former
is principally used for evaluating zero field splitting (ZFS) pa-
rameters and exchange coupling constants (J) among metal
centers larger than 1 cm–1 (Hex = –J S1·S2), whereas the latter,
particularly when applied to single crystal samples, has been
used to evaluate the matrices associated with anisotropic inter-
actions (e.g. Zeeman and hyperfine interactions) and isotropic
exchange coupling constants smaller than 1 cm–1.[1d,3] Both
kind of studies are generally performed on pure compounds,
which in some cases make it difficult the analysis because of
the relatively large number of interactions that must be taken
into account. This difficulty may be overcome by using diamag-
netic host compounds isomorphous to the pure one doped
with magnetic impurities, which pursues to isolate the mag-
netic center from its nearest magnetic neighbors.[4] The com-
bined use of these experimental techniques complemented
with computational calculations have become powerful tools to
characterize not only the essential blocks that form a magnetic
material, but also to extract information on the chemical
pathways responsible for transmitting the above mentioned
through-bond extended interactions. Furthermore, despite
these studies are performed on solid state compounds, they are
also of interest in the study of metal containing biological sys-
tems, as the essential blocks and superexchange pathways of
the solid state compounds may show resemblances with those
found in redox metalloenzymes and electron transfer pro-
teins.[5] In other words, though metal centers in biological and
solid state paramagnetic compounds may have very well differ-
entiated roles, they present common features that can be used
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to learn on the function and structure of these metal centers
within the systems they are embedded.[6]

Considerable efforts in the field have been devoted to study
paramagnetic heterometallic compounds,[7] though in these
cases the study may present additional complications. One of
them is evidently the inherent more complex synthesis of com-
pounds with such characteristics, what have determined that
the available information is less than that for homometallic
compounds. A second issue to be taken into account is that the
interacting magnetic centers may have different relaxation
times T1 or relaxation rates (ν= 1/T1). Briefly, T1, which is very
temperature dependent, measures the characteristic time for
recovery of the magnetization of the paramagnetic system
along the applied magnetic field direction after equilibrium has
been disturbed. This fact makes it more difficult their study
because one has to consider, in addition to all the temperature
independent metal–metal interactions, the fact that the relaxa-
tion properties of the slowly relaxing center are influenced by
the faster one.[5a,8] An additional approach to study interactions
between paramagnetic centers with different relaxations rates,
unfortunately less both employed and known, consists in dop-
ing a lattice of fast relaxing spin centers with a slowly relaxing
paramagnetic impurity. This provides an interesting methodol-
ogy to study by EPR interactions between distinct metal cen-
ters.[9] For those systems containing magnetic centers formed
by two interacting S = 1/2 spins with different relaxation rates,
the EPR resonance line associated with each center may be split
by very weak spin-spin couplings such as isotropic exchange
and dipole–dipole interaction. If one analyzes the EPR spectrum
splitting of the slowly relaxing center at high temperature, no
splitting is observed as one would expect for two interacting
slowly relaxing centers. The situation is similar to that observed
in the well-known chemical exchange phenomenon between
two distinct chemical species showing different EPR resonance
line positions that reversibly interconvert one to another with
a characteristic jumping frequency. The resonance lines of the
two species coalesce into one when the jumping frequency is
higher than the line separation, but not when it is lower than
the line separation. Similar arguments can be used in the above
described case, with the only difference being that the jumping
frequency is related to the relaxation rate (1/T1) of the fast relax-
ing center. As a result, the fast relaxing center modulates the
EPR signal splitting of the slowly relaxing one in such a way
that at high temperature no splitting is observed because of the
short value of T1. At low temperature, the splitting is observed
because of the longer value of T1. This phenomenon may be
theoretically interpreted using the Bloch–Wangsness–Redfield
(BWR) theory or generalized Bloch equations.[5a,8a,8b,9e,10] In con-
trast, for a slowly relaxing paramagnetic center hosted in a lat-
tice of fast relaxing spin centers, the analysis of the magnetic
properties can be carried out in a similar way to that of a sys-
tem presenting extended interactions,[3a–3c] though with some
differences, as one has to take into account also the influence
of the fast relaxing center on the magnetic properties of the
slowly relaxing one.[9a,9b,9d,11]

In this paper we analyze the application of the previously
discussed phenomena through the study of the magnetic prop-
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erties of the pure trans-diaqua-bis(picolinato-N,O)-cobalt(II) di-
hydrate (1) and the corresponding CuII ion doped compound
(2). CoII and CuII ions are two transition metal ions showing
different relaxation rates, with νCoII >> νCuII. Magnetic and pow-
der and single crystal EPR measurements of 1 and 2 together
with computational calculations are used to evaluate the nature
of the CoII–CoII and CuII–CoII interactions as well as to predict
the molecular structure of the copper impurity in 2. These stud-
ies are complemented with powder and single crystal EPR
measurements performed on CuII-doped trans-diaqua-bis-
(picolinato-N,O)-zinc(II) dihydrate (3), with the pure ZnII com-
pound (4) being isomorphous to 1.[12] The dependence with
temperature of the CuII EPR resonance lines of 2 induced by
the fast relaxing CoII ion host as well as the evaluation of the
CoII–CuII isotropic exchange interaction are performed on the
basis of the Anderson's theory of motional narrowing.[13] The
role of the slowly relaxing CuII impurity in interrupting the CoII–
CoII exchange interaction is also analyzed. This paper summari-
zes the different experimental methodologies using EPR com-
plemented with magnetic measurements and computational
calculations as required to get a full characterization of the
magnetic properties of solid state compounds.

Results and Discussion

Crystal and Molecular Structure

A brief description of the crystal structure of 1 is presented in
order to interpret the magnetic data and the EPR experi-
ment.[12b] 1 crystallizes in the monoclinic system P21/n, Z = 2.
The two symmetry related CoII ion sites of the unit cell are
designated as A (x, y, z) and B (1/2 – x, 1/2 + y, 1/2 – z). CoII

ions are in a slightly distorted octahedral environment coordi-
nated to two water oxygen atoms (O2 and O2B), two carboxylic
oxygen atoms (O1 and O1B) and two pyridine nitrogen atoms
(N1 and N1B) of picolinic acid moieties (Figure 1).

Figure 1. Coordination around the CoII ions of 1 with the Co-ligand distances
in Å.

CoA or CoB sites are linked by symmetrical double hydrogen
bond bridges each with topology –Co–O2···O1–Co- (dCo–Co,
5.130 Å), which gives rise to CoII ion chains running along the
b crystal axis (see Figure 2). These two CoII chains, which are
symmetry related by the monoclinic C2 rotation around the b
axis, are held together by hydrogen bond interactions mediated
by hydration water molecules. The shortest CoA–CoB distance is
9.096 Å. The structure of the CuII site in 2 and 3 will be inferred
from the EPR and computational calculations below.
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Figure 2. Crystal lattice perspective showing the hydrogen bond network
(dotted lines) that links the symmetry related CoII ions of 1. CoA stands for
CoII ions at the general position (x, y, z) whereas those labeled CoB at (1/2 –
x, 1/2 + y, 1/2 – z). CoII–CoII distances in Å are indicated as black double
arrows. Chemical pathways bridging CoII ions are labeled with the associated
exchange coupling constants J.

Magnetic Data of 1

Temperature-dependent magnetic susceptibility (�) and field-
dependent magnetization (M) results are shown in Figure 3.
Magnetization data were analyzed assuming CoII ions in a high-
spin configuration (S = 3/2) with a spin Hamiltonian that in-
cluded the Zeeman interaction, and axial (D) and rhombic (E)
zero field splitting parameters

(1)

Figure 3. Molar magnetization M in NAμB units as a function of magnetic field
at 2 K of a powder sample of 1. The solid line was obtained by least-squares
fitting Equation 1 to the data. The inset shows the inverse of the molar mag-
netic susceptibility vs. temperature. The solid line in the inset was obtained
by least-squares fitting a Curie–Weiss model to the data in the range of 2–
12 K.

where all the symbols have the usual meaning and the sum
over all CoII sites of the crystal is omitted for simplicity.

A fitting procedure of the magnetization data yielded giso =
2.419(4) and D = 68.0(1) cm–1, indicating that the ground dou-
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blet state corresponds to MS = ±1/2. Inclusion of rhombic dis-
tortion and isotropic exchange interaction within the molecular
field approximation, as implemented in the PHI program (see
Exp. Sect.), did not show any improvement of the fitting. ZFS
parameters and giso for the S = 3/2 multiplet are in line with
CoII ions in a pseudo octahedral coordination showing an or-
bital singlet ground state (4A2g) in which the two doublets of
the original 4F state of the free CoII ion (MS = ±1/2 and MS =
±3/2) are split by spin-orbit coupling with excited states. The
axial symmetry found for ZFS indicates that these split doublets
may be considered pure in character. This compound was
also previously studied by other authors, who found D =
84.24 cm–1, E = 2.34 cm–1 and zJ = –0.05 cm–1.[14] The discrepan-
cies are likely due to the fact that these authors considered an
anisotropic g-factor.

The large gap between MS = ±1/2 and MS = ±3/2 states (2D =
136 cm–1) reveals that the susceptibility data are not sensitive
enough to obtain reliable ZFS parameters in the whole temper-
ature range. For that reason, we analyzed the susceptibility data
solely in the low temperature region (2–12 K, see inset on Fig-
ure 3), where only the lowest Kramers doublet (MS = ±1/2) is
thermally populated. This analysis, which was performed using
a Curie–Weiss model assuming an effective spin S′ = 1/2,
yielded C = 2.146(2) emu K/mol and θ = –0.77(2) K. From the
Curie constant value, we obtained g′iso = 4.784(1), compatible
for a high spin CoII ion in an octahedral environment.[15]

The θ value reveals very weak antiferromagnetic interaction be-
tween CoII ions, which allowed us to estimate under the molec-
ular field approximation zJ1/2 = –2.14(2) cm–1, where J1/2 is the
isotropic exchange interaction between S′ = 1/2 effective spins.

EPR Measurements

Powder EPR spectra of 1 at different temperatures are shown
in Figure 4, panel A. 1 presents an intense broad resonance at
ca. 150 mT with no resolved hyperfine structure and peak to
peak linewidth of ca. 60 mT at 4 K. This signal can be detected
without significant changes on increasing temperature up to
ca. 90 K, after which it broadens due to relaxation effects up to
no detection. This spectrum is typical of high spin CoII ions (S =
3/2) in octahedral coordination with ZFS > 0, in which the de-
tected EPR transition occurs only within the ground doublet
(MS = ± 1/2).[15a,16] The lack of hyperfine structure with the co-
balt nucleus (I = 7/2, typically CoII ions in octahedral environ-
ments present hyperfine parameters in the range of 20–
180 × 10–4 cm–1)[15b,17] suggests that the weak exchange inter-
action detected by magnetic data is strong enough to collapse
such a structure, which will be further analysed below from the
single crystal EPR experiment.

Figure 4, panel B, shows two representative single crystal EPR
spectra for two different magnetic field orientations indicated
in the caption to the Figure. One or two single nearly Lorentzian
shaped resonance lines depending on the magnetic field orien-
tation are observed, in line with the monoclinic nature of the
system. Since a broad single resonance line in the EPR experi-
ment can be produced by anisotropic dipole–dipole interac-
tions (anisotropic and antisymmetric exchange are usually ne-
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Figure 4. A) X-band powder EPR spectra of 1 at 4 K (a), 10 K (b), 20 K (c), 30 K
(d), 40 K (e), 50 K (f ), 70 K (g), 90 K (h), 110 K (i), and 130 K (j) under non-
saturating conditions. The small signal at ca. 300 mT is a cavity background.
B) Representative single crystal EPR spectra (black lines) obtained in the ab
crystal plane at 10 K with the magnetic field at 15 degrees from the a crystal
axis (upper) and in the c*a crystal plane at 165 degrees from the c* axis
(lower). Least squares simulations to the experimental spectra assuming two
(upper) and one (lower) Lorentzian lineshapes are shown as red lines.

glected for very weak exchange coupled systems),[18] we evalu-
ated the linewidth predicted by such interaction considering
that it is solely determined by dipole–dipole interaction under
the point dipole approximation for a 3D system (Figure S1). This
calculation predicted linewidths in the range of 230–250 mT in
the absence of exchange interactions in the c*a crystal plane,
i.e. ca. 5 times larger than that observed in the EPR experiment
(43–65 mT). This fact, together with the nearly Lorentzian line-
shape of the EPR resonance lines, suggest the presence of ex-
change interactions that yield narrowing rather than broaden-
ing.[3a,15]

The CoII g′-Matrix Evaluated from Single Crystal EPR
Measurements

Since at low temperature only the lowest MS = ± 1/2 Kramers
doublet is thermally populated, the system can be analysed
assuming an effective S′ = 1/2 spin

(2)

where g′ are the g-matrices associated with each magnetically
inequivalent CoII ion, which contain information on the spin-
orbit interaction and ZFS, and the sum over all the unit cells of
the crystal lattice is omitted for simplicity. Since 1 crystallizes in
a monoclinic space group, one should observe single crystal
EPR spectra consisting of eight hyperfine components (I = 7/2)
for any magnetic field orientation in the c*a plane and along
the b axis, where CoAII and CoBII ions are magnetically equiva-
lent, and two eight-line hyperfine spectra each associated with
the two inequivalent CoII ions for any other magnetic field di-
rection. This situation was not observed in the spectral angular
variation of 1, which showed two partially overlapped single
resonance lines in the ab and c*b crystal planes for most mag-
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netic field orientations, and one single line in the c*a plane
(representative EPR spectra are shown in Figure 4, panel B; the
full angular variation of the spectra is shown as Supporting
Information in Figure S2). Both the angular variation and the
number of resonance lines are in line with the monoclinic na-
ture of 1, but the lack of a resolvable hyperfine pattern, as also
observed in the powder EPR spectra, suggests the presence of
isotropic exchange interactions between CoII ions, strong
enough to collapse such a structure. Hence, the single crystal
EPR spectra of 1 were analysed assuming that the two partially
overlapped resonance lines correspond to the two magnetically
inequivalent CoAII and CoBII ion sublattices (see Figure 2).

To analyze the data, single crystal EPR spectra of 1 were
least-squares fitted to the sum of two Lorentzian derivative
functions with the same intensity. The positions of each reso-
nance line were used to obtain the angular variation of
g′2-factors (Figure 5).

Figure 5. Angular variation of g′2 for the two inequivalent CoII sites in three
crystal planes of 1. Red and blue symbols identify the two magnetically
inequivalent CoII sites in the unit cell. In the c*a plane, both inequivalent CoII

ion sites are indistinguishable by EPR (black symbols). Solid lines were ob-
tained by least-squares fitting the function h·g′·g′·h, where h is the magnetic
field orientation, as explained elsewhere.[19] The inset shows the mounting
and orientation of the single crystal of 1 for the EPR experiment. Some exper-
imental points for two-line spectra are missed due to the large linewidth of
one of the components, which precluded their precise position determina-
tion.

Least squares analysis of the g′2 angular variation yielded the
parameters given in Table 1, which were used to obtain the
solid lines in Figure 5. As shown in this Figure there is a good
agreement between our model and experimental data. The dif-
ferences observed for some orientations are attributed to the
uncertainties in the fitting of the resonance positions which
arise from the large width of the EPR resonance lines. Because
of the monoclinic symmetry of the crystal lattice of 1, there are
two possible assignments for the g′-matrix orientation in the
molecular frame (Table 1 and Figure S3). As previously observed
for low symmetry CoII ions in high-spin configuration, the two
possible orientations of the g′-matrix do not show any particu-
lar direction relative to the molecular frame.[15a] and references
cited therein.
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Table 1. g′2-matrix and eigenvalues and eigenvectors of the two symmetry
related CoII ions of 1 in the experimental abc* coordinate system. Upper and
lower signs correspond to the two possible orientations due to the mono-
clinic nature of 1.

g2xx = 17.7(4) g2xy = ±12.0(6)
g2yy = 16.6(5) g2zx = –6.0(5)
g2zz = 25.6(4) g2zy = �9.6(5)

g1 = 2.20(1) a1 = [0.62(2), �0.76(1), –0.17(3)]
g2 = 4.08(7) a2 = [0.60(3), ±0.32(3), 0.74(1)]
g3 = 6.22(5) a3 = [0.51(1), ±0.56(1), –0.65(1)]

Exchange Interaction between CoII Ions

We evaluated the isotropic exchange coupling constant by EPR
on the basis of the Anderson's theory of motional narrow-
ing.[13,20] Briefly, this theory predicts for a system consisting of
two magnetically inequivalent paramagnetic centers with real
or effective S = 1/2 spins, e.g. CoAII and CoBII ions of 1, that the
EPR resonances associated with each center coalesce into one
resonance when |J| > μB·Δg B̄/2·, where Δg and B are the differ-
ence between the g-factors and the gravity center of both reso-
nances, respectively. This situation resembles that for two mag-
netically inequivalent chemical species that reversibly intercon-
vert one to another with a characteristic exchange frequency, a
phenomenon known as chemical exchange. Note that this
model explains the collapse of the hyperfine structure of high
spin CoII ions into one line when |J| > A, where A is the hyper-
fine splitting.[21] As shown in Figure 5, for magnetic fields close
to those directions where the two CoII ion EPR signals associ-
ated with magnetically inequivalent cobalt sites tend to
coalesce into one signal, i.e. close to the b, a, and c* crystal
axes, no detectable merging of the resonance lines correspond-
ing to inequivalent CoII ions was observed. Least square fitting
of the spectra taken close to the above mentioned magnetic
field directions, allowed us to evaluate ΔB ca. 20 mT as the
minimum resolution limit to detect the resonance lines associ-
ated with CoA and CoB species. This value was used to evaluate
an upper limit for the isotropic exchange interaction between
CoA and CoB using the Anderson's theory of exchange narrow-
ing, which predicts |J1/2| < μB·Δg B̄/2 ca. 0.02 cm–1, where the
subscript 1/2 stands for the isotropic exchange constant be-
tween S′ = 1/2 spins. This J value confirms that the exchange
coupling, if present, is not significant enough to collapse the
resonance lines corresponding to inequivalent CoII ions. Hence,
zJ1/2 = –2.14(2) cm–1 determined by magnetic low temperature
susceptibility measurements can mainly be ascribed to the ex-
change interaction between magnetically equivalent CoII ions.
Considering z = 2, this isotropic exchange interaction was eval-
uated to be J1/2 = –1.07(1) cm–1 ≡ J3/2 = –0.357(3) cm–1, accord-
ing to the relation J1/2 = 3 × J3/2 demonstrated elsewhere.[15b]

This weak exchange interaction is mediated by symmetrical
double hydrogen bonds between coordinated water molecules
and carboxylate oxygen atoms from picolinic moieties coordi-
nated to closest magnetically equivalent CoII ions (Figure 2) and
is responsible for merging the CoII hyperfine structure, not de-
tectable in the EPR experiment.
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In line with experiment, computational calculations deter-
mined a high spin S = 3/2 ground spin state for the CoII ions of
1, with the 1/2 low spin state being separated by more than
1 × 104 cm–1. Thus, in all the models the Co atoms were com-
puted with a S = 3/2 spin state. The electron spin density is
mainly located on the CoII ion (2.83), whereas 0.17 is delocalized
on the ligands. To rationalize the experimentally determined
J values in 1 with those obtained by computational calculations,
different models based on the crystallographic structure were
built.[12b] For J3/2AA, three models containing two, three, and
five consecutive CoII monomers were built, while for J3/2AB a
single model containing two adjacent monomers of one chain
and two of the closest neighboring chain was used. Calcula-
tions using the different models yielded very similar energy
gaps EAF–EF ≈ J3/2AA = J3/2BB ca. – 0.24 cm–1, indicating that
magnetically equivalent CoII ions belonging to a chain are anti-
ferromagnetically coupled in good agreement with experiment.
No significant J3/2AB was detected, i.e. it fell into the detection
limit of the energies calculated with this computational method
(see Exp. Sect.).

Powder and Single Crystal EPR Measurements of 2

CuII and CoII ions are, as said above, two Kramers ions with
different relaxation rates (νCoII >> νCuII), which may produce
temperature-dependent modifications of the spectra of the
slowly relaxing CuII ion when they are coupled.[5a,8b,9,10] A pow-
der sample of 2 showed at high temperature a nearly axial
CuII EPR spectrum with resolved hyperfine structure with the
copper nucleus (I = 3/2) at gs (Figure 6, panel A, spectrum i) and
no distinguishable resonance lines associated with CoII ions. On
decreasing temperature, the CuII resonance lines broaden, with
no shift in position, in line with the decreasing CoII relaxation
rate. This temperature behavior of the CuII EPR spectra indicates

Figure 6. Panel A. Powder X-band EPR spectra of 2 as a function of tempera-
ture, a) 140 K, b) 160 K, c) 180 K, d) 200 K, e) 220 K, f ) 240 K, g) 260 K, h)
280 K, and i) 300 K under non-saturating conditions. Panels B and C, idem A
but for single crystal EPR spectra in the c*a crystal plane for two magnetic
field orientations (panel B and panel C, 100 degrees and 170 degrees from
the c* crystal axis, respectively). Spectra were taken under the same experi-
mental conditions. No significant changes in lineshape are observed above
300 K.
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that the main CuII–CoII interactions produce broadening rather
than narrowing of the CuII resonances. A similar conclusion can
be obtained from EPR studies performed on single crystals
of 2 (Figure 6, panels B and C), which showed very broad CuII

EPR resonance lines at low temperature but the typical four
hyperfine pattern at high temperature. Hence, as stated in the
introduction, the broadening of the CuII ion resonance lines
when decreasing temperature is due to CuII–CoII dipolar interac-
tions which are averaged out at high temperature, but not at
low temperature where the relaxation rate of the CoII ion is low.

The temperature behavior of CuII EPR spectra of 2 can be
interpreted with the random frequency modulation model pro-
posed by Anderson.[20] This model assumes that the Hamilto-
nian describing the system may be split up into three parts

H = Ho + Hp + Hm (3)

where Ho, the unperturbed Hamiltonian (Zeeman + hyperfine
terms), determines the position of the resonance line(s);
Hp, the perturbing Hamiltonian, which does not commute ei-
ther with Ho or with Hm, is determined by the dipolar interac-
tion and eventually anisotropic exchange interactions; Hm, the
motional Hamiltonian, that commutes with Ho but not with Hp,
cannot change the position of the resonance lines determined
by Ho but can cause the time dependence of Hp, which deter-
mines the lineshape of the resonance lines.[13,20]

In the classical exchange narrowing case, Hm is given by the
temperature independent isotropic exchange interaction (Hme =
ωex SCu·SCo, where ωex ≈ J/ћ), whereas in the host spin lattice
relaxation narrowing case, Hm is determined by the tempera-
ture dependent spin lattice relaxation parameter T1 of the CoII

host ion.[11a] For the case we are analyzing here, it is evident
that the main contribution to Hm is determined by the host
spin lattice relaxation rate as the changes in linewidth of the
CuII resonance lines are highly temperature dependent, but, as
we will see below, the contribution of the isotropic exchange
interaction shows, though small, non-negligible contributions
to the total Hamiltonian H, which is also reflected in the EPR
spectra. The fact that Hm is determined by two distinct contri-
butions suggests that their discrimination, particularly when
Hmsl >> Hme, could be difficult as both simultaneously deter-
mine the time dependence of Hp and hence the lineshape of
the EPR spectra. However, this apparent disadvantage for the
less intense interaction (Hme) can be used to evaluate the effect
of both Hamiltonians by analyzing the effect of Hme on both
position and width of the EPR resonance line at high tempera-
ture, as the broadening effect of Hp is averaged out by Hmsl. In
other words, the analysis of the single crystal CuII EPR spectra
at high temperature can be used to evaluate the exchange cou-
pling constant J between CoII and CuII spins, which will be seen
below.

g-Matrix of the CuII Impurity of 2 and 3

To evaluate the CuII ion g-matrix of 2, we performed EPR meas-
urements on oriented single crystals at room temperature for
different magnetic field orientations. The angular variation of
the CuII impurity EPR spectra corresponds to the expected one
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for a monoclinic system, i.e. two groups of four resonance lines
each associated with magnetically inequivalent CuII ions in the
ab and c*b planes, and only one in the c*a plane, in line with
the angular variation observed for the CoII ions of 1. This fact
indicates that some CoII ions are substituted with CuII impurities
in the crystal lattice of 1 to give 2. Representative room temper-
ature spectra obtained in the c*a plane are shown in Figure 6,
panels B and C (spectra i) for two different magnetic field orien-
tations. The full angular variation of the spectra in the three
crystal planes is shown in Figure S4.

For some magnetic field orientations in the c*a plane, EPR
spectra could be simulated assuming four Gaussian-shaped res-
onance lines, as expected for a CuII-doped magnetic system
(see spectrum i in Figure 6, panel C). Spectral simulations in the
c*b and ab planes were obtained assuming either two groups
of four resonance lines when the resolution was large enough
to detect resolved hyperfine interaction, or one group of four
resonance lines plus one single resonance for other orientations
(see Supporting Information for details, Figure S4). The gravity
centers of the spectra thus determined were used to obtain
the angular variation of the g2-factors of the CuII impurity of 2
(Figure 7). The g-matrix associated with the CuII impurity of 2
(Table 2) was obtained as explained for 1 (see above). As for 1,
there are two possible g-matrix orientations (Figure S5 and
Table 2). The inset on Figure 7 shows the assigned CuII g-matrix
relative to the molecular frame of the CoII site in 1, which is
based on well-known magneto structural correlations estab-
lished for CuII compounds. The fact that the highest g value is
lying nearly along the Co–O2 bond confirms that the Jahn–
Teller distortion suffered by the CuII site is along this direction.

Figure 7. Angular variation of g2(θ,φ) for the two magnetically inequivalent
CuII sites in three crystal planes of 2. Red and blue colors identify each mag-
netically inequivalent CuII site in the ab and c*b crystal planes. Only one
group of four resonance lines (black) is observed in the c*a plane indicating
that CuII impurities follow the symmetry of the CoII site in the pure com-
pound 1. Some experimental points are missed due to uncertainties in the
spectral gravity center determination associated with inequivalent copper
site. The inset shows the assigned orientation for the CuII ion g-matrix in the
CoII site molecular frame.

The EPR experiment was also performed on an oriented sin-
gle crystal of 3, in which CuII impurities are hosted in a diamag-
netic ZnII lattice isomorphous to 1. Eigenvalues and eigenvec-
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Table 2. Components of the CuII g2-matrix of 2 and 3 together with eigenval-
ues and eigenvectors in the xyz = abc* coordinate system.

2

g
2
xx = 4.320 (6) g2xy = ±0.142 (8)

g
2
yy = 4.673 (6) g2zx = 0.187 (8)

g
2
zz = 4.794 (6) g2zy = ±0.438 (7)

g1 = 2.062(2) a1 = [0.89(6), ±0.1(1), –0.43(9)]
g2 = 2.073(2) a2 = [0.4(2), �0.76(2), 0.53(7)]
g3 = 2.288(2) a3 = [0.248(7), ±0.633(4), 0.733(3)]

3

g2xx = 4.319 (5) g2xy = ±0.107 (6)
g2yy = 4.676 (5) g2zx = 0.156 (6)
g2zz = 4.779 (5) g2zy = ±0.437 (6)

g1 = 2.064(2) a1 = [0.75(7), 0.38(7), �0.54(4)]
g2 = 2.075(2) a2 = [0.63(8), –0.66(4), ±0.41(6)]
g3 = 2.282(2) a3 = [0.207(6), ±0.646(3), 0.735(3)]

tors are very similar to those obtained in 2 (Table 2), indicating
that CuII impurities can substitute for both CoII or ZnII ions suf-
fering the same Jahn–Teller distortion, independently of the
host matrix (Figure S5). The only difference observed resides in
the larger linewidth of the individual CuII resonance lines in 2,
confirming that these changes are due to the magnetic nature
of the host lattice. This observation will be discussed below.

To confirm the EPR conclusion regarding that the CuII site
Jahn–Teller distortion is along the Cu-O2 bond, we evaluated
the structure of the CuII impurity in 2 by computational calcula-
tions. After relaxation of the copper monomer keeping fixed
the crystal structure of 1, some small changes were observed
for the CuII site relative to the geometry of the CoII site. The
atomic coordinates of the calculated structures are given in the
Supporting Information (Table S1). The main difference is that
both Cu–N1 (dCu–N1 = 1.999 Å) and Cu–O1 (dCu–O1 = 1.965 Å)
distances decreased compared to those of the CoII compound

Figure 8. Panel A and B show a CoII ion chain interrupted by a CuII ion impu-
rity. The hydrogen bonds bridging the metal centers are indicated with dot-
ted lines. Relevant bond lengths in Å are given in panel A, whereas spin
densities are given in panel B.

Eur. J. Inorg. Chem. 2018, 4604–4613 www.eurjic.org © 2018 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim4610

(see Figure 1). The Cu–O2 distances (dCu–O2 = 2.341 Å) increased
to form an axially elongated octahedron, in line with the EPR
results (Figure S5). Despite the elongation of the Cu-O2 dis-
tance, the hydrogen bond interactions with the surrounding
water molecules are conserved (Figure 8, panel A). Results ob-
tained by both EPR and calculations, are expectable considering
the lower energetic cost that implies the displacement of water
molecules relative to the picolinic acid molecules (see Figure 1
and Figure 2).

CuII–CoII Exchange Interactions

Results shown in Figure 6 indicate that the EPR spectra broad-
ening observed in 2 at low temperature are averaged out at
high temperature because of the higher relaxation rate of the
CoII ions relative to that of the CuII ions. These temperature
dependent changes in linewidth were not observed in 3, indi-
cating the magnetic origin of the broadening in 2. No signifi-
cant narrowing is detected above 300 K in 2, indicating that
dipolar interaction are totally averaged to zero at high tempera-
ture. The lowering of the hyperfine linewidth with increasing
temperatures observed in 2 occurs when the broadening inter-
actions can be described through matrices with a trace of zero,
as is the case of the dipolar interaction, but not for isotropic
exchange. The fact that single crystal CuII EPR spectra of 2 show
resolved hyperfine structure for most magnetic field orienta-
tions, indicates that the magnitude of the CuII–CoII isotropic
exchange is very weak to collapse the hyperfine structure and
much lower than the CuII–CoII dipolar interactions. A compari-
son between the EPR spectra of 2 and 3 for those magnetic
field orientations showing well-resolved four hyperfine compo-
nents reveals spectra having approximately the same position
and hyperfine splitting but with the hyperfine linewidths for 2
being larger than for 3. This difference is undoubtedly attrib-
uted to the isotropic exchange interaction which is operative in 2
(CuII ions embedded in a paramagnetic matrix) but not in 3
(CuII ions embedded in a diamagnetic matrix). Note that the
Anderson model predicts for a weak exchange regime (|J| < A)
a broadening (Γ + ωex) of the individual hyperfine lines, where
Γ is the intrinsic linewidth of each hyperfine component of the
CuII ion EPR spectra in the absence of exchange.[21] With this in
mind, we simulated the experimental EPR spectra of 2 using
Anderson arguments for a situation of weak exchange regime.
The employed procedure is explained elsewhere.[21] Figure 9,
panel A shows a representative spectrum for a given magnetic
field orientation where the hyperfine splitting is maximal, to-
gether with simulations using the Anderson's model with in-
creasing exchange frequency values. This procedure allowed us
to determine ωex = 90 MHz = 0.003 cm–1. Panel B shows the
experimental spectral angular variation for the c*a crystal plane
together with simulation using that exchange frequency value.
As revealed in the Figure simulations are in a very good agree-
ment with the experimental spectra, which evidence the ro-
bustness of the method.

The CuII–CoII exchange interaction was also evaluated by
computational calculations using two, three, and five consecu-
tive monomers models containing a copper atom in sequences
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Figure 9. Panel A shows simulation of the experimental EPR spectrum of 2
taken at 175 degrees from the c* axis (black line, 2) as a function of increasing
exchange frequencies (red lines) using Anderson's model for a weak ex-
change regime (ħωex << A, where A is the hyperfine splitting). The linewidths
used in simulation were obtained from a spectrum of 3 taken under the
same experimental condition (bottom of panel A, black line, 3). Panel B shows
the angular variation of the EPR spectra of 2 (black line) in the c*a crystal
plane together with simulation (red line) using ωex = 90 MHz (see text).

such as Cu–Co, Co–Cu–Co, and Co–Co–Cu–Co–Co. Calculations
yielded an antiferromagnetic ground state with JCuII–CoII ≈
–0.02 cm–1, an order of magnitude smaller than that for
CoII–CoII (J3/2AA = J3/2BB = –0.24 cm–1), in line with the experi-
mentally determined value by EPR (|J| = 0.0015 cm–1). Both ex-
periment and computational calculations indicate that the infi-
nite chains of coupled CoII ions are converted to independent
fragments of coupled CoII ions upon copper doping. The Cu-
ligand distances as well as the spin density on the CuII ion and
its ligands are shown in Figure 8.

The above results indicate that incorporating a magnetic ion
like CuII in an infinite chain of CoII ions interrupts the exchange
interaction transmitted by the double hydrogen bonds bridging
CoII ion pairs present in 1. One can wonder what causes the
decrease of the CuII–CoII exchange interaction relative to the
CoII–CoII one as the bridging topology is relatively similar. This
fact can be ascribed to two factors. One of them is evidently
determined by the Jahn–Teller distortion suffered by the incor-
porated CuII ions, which led to a decreasing spin density at the
apical copper O2 ligands (see Figure 8, panel B). The second
one is related to the absence of symmetry in the CuII–CoII dou-
ble hydrogen bond (Figure 8). It has theoretically been analyzed
that the condition for maximum isotropic exchange coupling is
related to a pathway presenting a generalized reflection-inver-
sion symmetry, as is the case for 1 (Figure 2, see JAA or JBB).[22]

This symmetry is lost in 2, which implies that the two different
hydrogen bonds bridging CuII and CoII ions interfere destruc-
tively.

Conclusions

In this work we study the magnetic properties of a pure cobalt
compound and how a slowly relaxing CuII impurity interrupts
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the CoII–CoII exchange interaction. CoII ions are in high-spin
configuration, forming structural chains in which the metal cen-
ters are bridged by symmetrical double hydrogen bonds. Mag-
netic measurements, EPR spectroscopy, and computational cal-
culations demonstrated that this chemical pathway transmits
very weak antiferromagnetic exchange interactions (J1/2 =
–1.07 cm–1). When this compound is doped with CuII ions, the
structural CoII chains are interrupted by the presence of the
impurity. Single crystal EPR performed on the copper-doped
compound revealed the presence of very weak CuII–CoII ex-
change interactions (|J| = 0.0015 cm–1). This doping procedure
gives rise to segmented structures of CoII ion oligomers, which
can be considered as magnetic blocks formed by a finite num-
ber of CoII ions coupled by exchange. The experimental work
was complemented with computational calculations that con-
firmed the structural changes experienced by the chemical
pathways bridging the metal centers when doped with a cop-
per impurity. The loss of symmetry of the superexchange chem-
ical pathway is the principal reason for the lower value of the
exchange coupling constant between copper and cobalt. This
work shows that EPR can advantageously be used to evaluate
weak exchange interactions between metal centers with differ-
ent relaxation rates by using the fact that those metal–metal
interactions that broaden the EPR resonance line (e.g. dipolar
interaction) and that are described by matrices with a trace of
zero are averaged out at high temperatures.

Experimental Section
Materials: All chemicals, of commercially available reagent grade,
were used as received.

1 and 4: Compounds were prepared in a different way to those
reported elsewhere.[12b,12a] Co(CH3COO)2·4H2O or Zn(CH3COO)2·
2H2O (1 mmol, 0.249/0.219 g, Avocado Research Chemicals/Merck,
respectively), and picolinic acid (2 mmol, 0.246 g, Sigma–Aldrich)
were dissolved in 50 mL of deionized water. Solutions were filtered
using a 0.22 μm Millipore cellulose nitrate membrane and left to
evaporate slowly at room temperature. After a few days orange-
colored prismatic single crystals of 1 and colourless single crystals
of 4 were obtained. They were filtered, washed with a small amount
of cold water, and dried under air. Yield (crystals): 45 %. Elemental
analyses (C, H, N) were performed on a LECO® CHN628 Series Ele-
mental Determinator. Calcd for 1/4 (C12H16N2O8Co1/Zn1): C, 38.4;
H, 4.3; N, 7.5; found for 1/4 C, 38.0/37.5; H, 4.4/4.2; N, 7.5/7.4.

2 and 3: The CuII-doped CoII and ZnII analogues were prepared by
adding a solution containing Cu(CH3COO)2·H2O (2 mM) plus pico-
linic acid (4 mM) to a solution of 1 and 4, respectively, in 1:10 Cu:Co/
Zn ratios. Pale orange (2) and pale light blue (3) single crystals
with the same external morphology to 1 and 4, respectively, were
obtained after a few days. Powder samples of 1, 2, 3, and 4 were
obtained by grinding single crystals. Metal analysis were performed
by atomic absorption spectrometry on a Perkin–Elmer PinAAcle
900 T spectrometer. Found 0.71 Cu/10 Co and 0.89 Cu/10 Zn for 2
and 3, respectively.

Powder X-ray and Morphology of the Single Crystals: Structures
of 1 and 4 were confirmed from powder X-ray diffraction data taken
on a Shimadzu XD-D1 diffractometer, and correspond to those pre-
viously reported.[12b,12a] Powder X-ray diffractograms for all com-
pounds are shown in Figure S6. The morphology of single crystals
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of 1, 2, 3, and 4 were determined by measuring the angles between
crystal faces using a Carl Zeiss Axiolab goniometric microscope. Sin-
gle crystals showed well developed (001) faces.

Magnetic Measurements: Magnetic data were obtained with a
Quantum Design MPMS2 SQUID magnetometer. Magnetization and
magnetic susceptibility measurements were performed on 42 mg
of a powder sample of 1 encapsulated on a gelatin container of
known diamagnetic contribution as a function of the external DC
magnetic field (between 0 and 5 T) at 2 K and as a function of
temperature (between 2 and 300 K) at 50 mT, respectively. The mo-
lar magnetic susceptibility values were corrected for diamagnetism
(�DIA = –143 × 10–6 cm3 mol–1) using the Pascal's constants.[23] The
fitting procedure of the magnetic data was performed using the
PHI software.[24]

EPR Measurements: Variable temperature X-band CW-EPR meas-
urements were performed on a Bruker EMX-Plus spectrometer,
equipped either with a nitrogen continuous-flow cryostat (100–
340 K) or with an Oxford helium continuous-flow cryostat (4–100 K)
and a rectangular cavity with 100 kHz field modulation. X-band
CW-EPR spectra of oriented single crystals of 1 were obtained at
10 K, whereas those of 2 and 3 in the range 100 K–340 K.

Single crystals of 1, 2, and 3 were oriented by gluing their (001)
faces to a cleaved KCl cubic holder, which defined a set of orthogo-
nal laboratory axes with the y direction corresponding to the crystal
b axis, a fact confirmed by the symmetry of the angular variation
of the EPR signals in the xy and zy planes. The cubic sample holder
was placed on the top of a Rexolite cylinder which was fitted to
the end of a 4 mm OD quartz tube, as explained elsewhere.[19] The
tube was positioned at the center of the microwave cavity and
attached to a goniometer which allowed the sample to be rotated
with the magnetic field in the xy, zx, and zy (ysb and xsa) planes
of 1, 2, and 3 (see inset on Figure 5).

Computational Calculations: The first-principle screened ex-
change hybrid density functional of Heyd, Scuseria, and Ernzerhof
(HSE) with the basis set 6-311G (d,p) was used to compute the
energy of the antiferromagnetic (AFM) and the ferromagnetic (FM)
states as implemented in GAUSSIAN suite of programs.[25] HSE func-
tional was successfully used to predict the correct spin localization
and the magnetic state of other systems.[26] The exchange coupling
J is proportional to the difference in energy of the AFM and FM
states. In order to build the AFM and FM states we used the frag-
ment procedure implemented in GAUSSIAN.[25c]

The SCF convergence was achieved up to 10–9 Hartree
(2 × 10–4 cm–1). Calculations were based on the crystallographic
structures of 1 and 4, which includes the heavy atoms and also the
hydrogen atoms. No structural relaxation was allowed.
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